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HOW AI SYSTEMS HAVE EVOLVED

Once 
Upon a 
time...

08

You encounter Artificial Intelligence in many places today: in the media, 
in school, and in your daily environment. But did you know that the ideas 
behind it are already many years old? Or what developments have led to 
its breakthrough?

You have just retraced the chronological development of AI systems using the 
Bandolinos. It is crazy to think that the ideas underlying modern AI systems 
have been around for so many years, isn‘t it? But good ideas alone often are not 
enough. It also always requires the right technical capabilities. Here, the devel-
opment of computer processing power plays a significant role. The timeline on 
the playing field shows you the most important milestones in the development 
of AI systems. 

On the following pages, we have summarized everything im-
portant about the milestones in the development of modern 
AI systems for you again. You can either read through all the 
events or select those that particularly interest you based on 
the timeline.
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1748
Who came up with the idea of 
building intelligent machines? In 
any case, sources dating back to 
1748 already discuss this.

The idea of constructing machines ca-
pable of exhibiting intelligent behav-
ior in some way is very old. An ear-
ly source for such ideas is the work 
„L‘Homme Machine“ (Man, a Ma-
chine) by the Frenchman Julien Offray 
de La Mettrie from 1748, but even in 
antiquity, philosophers were already 
pondering how to replicate humans 
as artificial machines. Technically, of 
course, this was not yet possible!

Once 
upon a 
time...
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1941
Konrad Zuse develops the first 
functional digital computer, the 
ZUSE Z3. It is capable of perform-
ing two arithmetic operations per 
second, measured as 2 FLOPS.

The Zuse Z3 is considered the world‘s 
first functional digital computer and 
was primarily constructed by Konrad 
Zuse in Berlin starting in 1938, with its 
introduction in 1941. Unfortunately, the 
machine was destroyed in a bombing raid 
on December 21, 1943. The Z3 occupied 
an entire room and was capable of per-
forming two floating-point operations per 
second (FLOPS).
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upon a 
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1950
Alan Turing designs the Turing 
Test, which can assess whether 
a machine possesses intelligence 
similar to that of a human. 

The Turing Test is just one of many ground-
breaking ideas from the British computer 
science pioneer Alan Turing. Developed in 
1950, this test aims to evaluate whether 
a machine can think comparably to a hu-
man. The responses of a machine in dia-
logue with a human are evaluated. If the 
human cannot distinguish the machine 
from another human, then the machine 
has passed the test and possesses arti-
ficial intelligence.

1956
The term Artificial Intelligence is 
used for the first time. 

The term Artificial Intelligence was coined 
in 1956 during a research conference at 
Dartmouth, USA. Many prominent sci-
entists gathered there to explore how 
machines could be made intelligent. For 

"Artificial  
Intelligence"  
example, the discussion included how 
machines could use language. Initially, 
the participants thought that this prob-
lem could be solved within a few weeks. 
However, it turned out to be incorrect: 
To this day, there are many open ques-
tions in the field of Artificial Intelligence 
research.
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1966
A chatbot is capable of engaging 
in dialogues with humans in natu-
ral language.

The chatbot Eliza must have seemed like 
a sensation in 1966: a machine capable 
of having meaningful conversations with a 
person in a chat! However, Eliza‘s abilities 
were still relatively limited. The sentenc-
es entered by humans were searched for 
keywords contained in Eliza‘s dictionary. 
These keywords were linked to specific 
response sentences from the dictionary, 
which Eliza then produced. If no suitable 
keywords were found, Eliza responded 
with general phrases like „I don‘t under-
stand that, let‘s talk about something 
else!“

Once 
upon a 
time...
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1976
The expert system MYCIN assists 
doctors in diagnosing and treating 
blood infection diseases. 

In medicine, Artificial Intelligence is al-
ready being used in several areas and is 
a great support for doctors. It analyzes 
X-ray images, collects patient data, and 
can make predictions about the course 
of the disease. However, the first ex-
pert systems in medicine emerged many 
years ago. MYCIN, in 1976, was already 
able to assist in diagnosing blood infec-
tion diseases and made suggestions for 
therapy. These systems, however, did 
not use large datasets like today, from 
which they learned certain relationships; 
instead, they were knowledge catalogs 
with a multitude of facts and rules on 
how to deal with them.
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1992
The first self-driving car drives on 
the road in Germany.

When you think of self-driving cars, you 
might immediately think of Google and 
other big companies. However, the first 
autonomous car was actually developed 
in Germany back in 1992. Using camera 
sensors, this car observed its surround-
ings and made a prediction for the driving 
situation in the next second, which was 
then compared with the actual situation. 
The car could learn from the differences. 
If there were already self-driving cars in 
1992, why are we still behind the wheel? 
This technology was very expensive 
and took up so much space that noth-
ing else could fit in these delivery vans. 
Moreover, the car could not handle all dif-
ficult traffic situations yet. This still ap-
plies to autonomous vehicles today. They 
still cannot do without human assistance 
and especially without GPS.

1981
The first PC by IBM is introduced 
to the market, and computers begin 
to be used more frequently in of-
fices. The processor used achieves 
50 kilo-FLOPS. 

The late 1970s saw the advent of so-
called Personal Computers (PCs), mark-
ing a milestone in the development and 
proliferation of computers. The Intel 
8088 processor developed in 1981 had 
significant computing power for the 
time. Since then, the basic architecture 
has changed little, so one could say it‘s 
the great-great-grandfather of the pro-
cessors used in PCs today

Once 
upon a 
time...

08



C
o
m

p
u
te

r 
S

ci
e
n
ce

 E
d
u
ca

ti
o
n
 &

 S
ch

o
o
l 
M

u
se

u
m

 F
A

U
 E

rl
a
n
g
e
n
-N

ü
rn

b
e
rg

 a
n
d
 S

o
n
ja

 G
a
g
e
l 
(d

e
si

g
n
),
 h

tt
p
s:

//
ki

ki
-l

a
b
o
r.
d
e
/ 

PAGE 6

1997
The AI system Deep Blue defeats 
the reigning world chess champion. 

If you can play chess, you might know 
that it is not so easy to be really good 
at it. Nevertheless, computers managed 
to beat the then-world chess champion 
Garry Kasparov as early as 1997. How 
is that possible? Well, they can simply 
remember much more than we can and 
quickly calculate which moves are par-
ticularly promising for winning!

2000-2008
By now, desktop PCs are becom-
ing ubiquitous in every household. 
With 6 GigaFLOPS, Pentium 4 pro-
cessors are already quite fast.

With the spread of the internet and 
computers becoming increasingly af-
fordable, they are finding their way into 
many households. The speed of Pentium 
processors contributes to the fact that 
now even more complex applications can 
be implemented at home on one‘s own 
computer.

Once 
upon a 
time...
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2001
Facial recognition becomes possi-
ble in real-time videos for the first 
time. Since then, a lot has hap-
pened: Instagram filters adapt pre-
cisely to your face, and at airports, 
a camera checks if you resemble 
your ID. This is possible thanks to 
very accurate sensors and increas-
ingly better cameras, whose data 
is then analyzed by AI algorithms.

Certainly, you have noticed various fil-
ters for videos and pictures in different 
apps on your smartphone. Some of them 
explicitly use facial recognition. Also, at 
the airport, electronic images on your ID 
are automatically checked during securi-
ty screening. This is mainly possible be-
cause more accurate sensors (for digi-
tal image capture) provide precise data, 
which can then be analyzed by AI algo-
rithms.

2014
With smartphones, we all now car-
ry pretty fast mini-computers in 
our pockets. The Samsung Galaxy 
S5 achieves 142 GigaFLOPS.

By observing the development of smart-
phones, you can clearly see how the 
computing power of computers has in-
creased and simultaneously occupies 
less space. For example, the AI system 
DeepBlue, which was the first to defeat 
a chess world champion, was installed 
in a separate room on a huge computer. 
Current smartphones have approximately 
the same computing power - it just fits in 
your pocket now! The built-in processors 
are about 20 times faster than those 
from 10 years prior. 

Once 
upon a 
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2015
The Amazon Echo with the intelli-
gent assistant Alexa is released.

„Alexa, turn on the lights!“ You have 
probably seen people talking to Alexa in 
movies or on TV, maybe you even have 
such an intelligent assistant standing in 
your kitchen at home. Yet, these devic-
es have only been around for about five 
years, and their development was made 
possible by artificial intelligence. Only 
through constantly learning can the de-
vice understand our commands so well. It 
analyzes our language and usage pref-
erences, allowing it to better respond to 
us over time.

Once 
upon a 
time...
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2016
The AI system AlphaGo defeats 
the European champion in the 
board game GO with a score of 5:0.

The Chinese board game GO is one of 
the most complex strategy games in the 
world. Therefore, it was long considered 
unsolvable for computers. This changed 
in 2016 with AlphaGo. The AI system 
learned a strategy through countless 
game sessions against itself within 36 
hours, enabling it to defeat the Europe-
an champion. And all this, even though it 
only knew the rules of the game and then 
simply tried them out.
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2018
Beware of fake videos! The Fake-
App enables the exchange of fac-
es in videos using AI methods. 
Creating such Deepfakes requires 
super-fast specialized processors 
– otherwise, the video creation 
takes too long. 

You might have seen a video on YouTube 
or TikTok where a deceased person was 
perfectly integrated. Or you may have 
seen videos of politicians where you were 
not sure if they actually said what was 
shown. Deepfakes make it difficult to 
trust image and sound materials. To 
create these in an acceptable time frame, 
the development of specialized proces-
sors was necessary. These are built into 
current graphics cards, so even with suit-
able smartphones, such Deepfakes can 
be created without problems.

 

2017
The translation service DeepL, 
which accomplishes translations 
using AI algorithms, is launched.

How nice would it be if you did not have 
to painstakingly translate your texts 
yourself in language class, but instead 
have a machine do it for you? Actually, 
since 2017, with the translation service 
DeepL, this is quite possible. The soft-
ware understands and translates a large 
portion of the sentences correctly, utiliz-
ing AI algorithms: words are evaluated 
in their context, and based on that, the 
best possible translation in the target 
language is determined. All of this is pos-
sible because one can represent the con-
nections and relationships of words as 
on a large map, and these are similar in 
different languages. So, a word and its 
translation are located at similar posi-
tions on the map.

Once 
upon a 
time...
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2020
The supercomputer Fugaku is 
commissioned in Japan, operating 
at 442 PetaFLOPS. Such com-
puters are particularly suitable 
for handling Big Data, i.e., huge 
amounts of data. Storing and 
analyzing such data requires very 
large storage capacities. For AI 
systems, these data collections 
are very useful as they use data 
to learn specific behaviors (such 
as recognizing faces).

The size of modern supercomputers is in-
deed impressive. Most of these machines 
are housed in large halls with their own 
power supply. But even room-sized com-
puters already have very impressive 
computing power. Comparing them to the 
beginnings of the Zuse Z3 makes the de-
velopment particularly clear. 

To illustrate the scale, consider this com-
parison: If the performance of the Z3 (2 
FLOPS) corresponds to one meter, then 
a modern supercomputer (442 quadrillion 
FLOPS = 442,000,000,000,000,000) 
would stretch from here to the nearest 
star Proxima Centauri, which is over four 
light-years away. Such „computing mon-
sters“ are needed more than ever today. 
For example, complex calculations are 
necessary to assess the consequences 
of climate change. The more computing 
power available, the more accurate the 
predictions. However, all of this comes 
at a high price: Modern supercomputers 
generate a lot of heat and consume a 
lot of energy themselves.

Once 
upon a 
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Photo L’Homme Machine
 https://www.kobo.com/de/de/ebook/l-homme-machine-6

Photo Zuse Z3
 Venusianer, CC BY-SA 3.0

 https://commons.wikimedia.org/wiki/File:Z3_Deutsches_Museum.JPG

Sketch Turingtest
 Hugo Férée, CC BY-SA 3.0

 https://commons.wikimedia.org/wiki/File:Turing_Test_Version_3.svg

MYCIN
 https://user.medunigraz.at/marcus.bloice/seminars/dss/g3/g3.htm

First PC of IBM
 Boffy b, CC BY-SA 3.0, https://commons.wikimedia.org/wiki/File:IBM_PC_5150.jpg

Photo & Information first self-driving van
 https://www.welt.de/wissenschaft/article169604489/Das-erste-autonome-Auto-kos

 tete-200-000-D-Mark.html

Kasparov vs. Deep Blue
 https://www.livescience.com/59068-deep-blue-beats-kasparov-progress-of-ai.html

 Bild: Roger Celestin/Newscom

Pentium 4-Prozessoren
 Daniel Dan

 https://www.pexels.com/de-de/foto/zerbrochen-vintage-technologie-stock-7598913/

facial recognition
 https://pixabay.com/de/photos/mann-gesicht-gesichtserkennung-5946820/

Smart phones
 https://www.freepik.com/free-photo/social-media-audience-crowd-filming-through-

 smartphones_17602101.htm, Bild modifiziert

Digital Assistent
 https://www.flickr.com/photos/ajay_suresh/49675526278

 Ajay_suresh, CC BY 2.0, Bild modifiziert

GO game board
 https://www.istockphoto.com/de/foto/go-board-blick-von-oben-gm498101328-

 79479885?phrase=go%20brettspiel, Saran_Poroong

translation service DeepL
 Aufnahme: Annabel Lindner, App: DeepL

Deepfakes
 https://commons.wikimedia.org/wiki/File:Sw-face-swap.png

Fugaku Supercomputer
 https://www.r-ccs.riken.jp/en/outreach/photos/, fugaku-photo 4

SOURCES
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Information
 https://de.wikipedia.org/wiki/Geschichte_der_k%C3%BCnstlichen_Intelligenz

 https://de.wikipedia.org/wiki/Zuse_Z3

 https://de.wikipedia.org/wiki/IBM_Personal_Computer

 https://www.welt.de/wissenschaft/article169604489/Das-erste-autonome-Auto-kos

 tete-200-000-D-Mark.html

 https://de.wikipedia.org/wiki/Floating_Point_Operations_Per_Second

 https://www.phonearena.com/news/A-modern-smartphone-or-a-vintage-supercomputer- 

 which-is-more-powerful_id57149

 https://www.top500.org/system/179807/

 https://de.wikipedia.org/wiki/DeepL
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